
requires similarity matching. It is very rare to find a

result using exact matching. Search in MMDB usually

becomes finding data that has maximum similarity

based on features. The similarity techniques [] requires

comparing the features in queried data with all the data

in a MMDB for evaluating similarity.

Indexing in MMDB for similarity computation

requires representing features in a way that can allow

fast computation for potentially similar objects. Many

high dimensional techniques have been developed for

organizing this data. The dimensionality of data,

sometimes called curse of dimensionality, poses inter-

esting challenges in such organization.

Key Applications
Multimedia data is becoming ubiquitous. Ranging

from photos to videos, multimedia data is becoming

part of all applications. Most emerging applications

now have some kind of multimedia data that must

be considered integral part of the databases. More-

over, emerging applications in all applications areas,

ranging from homeland security to healthcare contain

rich multimedia data. Based on current trend, it is safe

to assume that in very near future, much of the data

managed in databases will be multimedia. Some par-

ticular application domains where multimedia is nat-

ural and will continue dominating are entertainment,

news, healthcare, and homeland security.

Future Directions
From structured data to semi-structured data and then

to unstructured data, databases are being challenged to

deal with increasingly semantic-rich environment.

MMDB offer the biggest challenge to databases in

terms of bridging the semantic gap.

Increasingly, applications are talking about situa-

tionmodeling using real life sensor data. These applica-

tions combine live sensory data with other information

to project current situation and also predict near future

for users to take appropriate actions. These databases

will require sophisticated tools to manage streaming

multimedia data. Research efforts in these areas have

already started and are likely to accelerate significantly

in the near future.
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Definition
Given a collection of multimedia documents, the

goal of multimedia information retrieval (MIR) is to

find the documents that are relevant to a user infor-

mation need. A multimedia document is a complex

information object, with components of different

kinds, such as text, images, video and sound, all in

digital form.

Historical Background
The vast body of knowledge nowadays labeled as MIR,

is the product of several streams of research, which

have arisen independently of each others and pro-

ceeded largely in an autonomous way, until the begin-

ning of 2000, when the difficulty of the problem

and the lack of effective results made it evident that

success could be achieved only through integration of

methods. These streams can be grouped into three

main areas:

The first area is that of information retrieval (IR)

proper. The notion of IR attracted significant scienti-

fic interest from the late 1950s in the context of

textual document retrieval. Early characterizations

of IR simply relied on an ‘‘objective’’ notion of topic-

relatedness (of a document to a query). Later, the

essentially subjective concept of relevance gained

ground, and eventually became the cornerstone of IR.

Nowadays, IR is synonymous with ‘‘determination of

relevance’’ [9].

Around the beginning of the 1980s, the area of

multimedia documents came into existence and

demanded an IR functionality that no classical method

was able to answer, due to the medium mismatch prob-

lem (in the image database field, this is often called the

medium clash problem). This problem refers to the fact

that when documents and queries are expressed in

different media, matching is difficult, as there is an

inherent intermediate mapping process that needs to

reformulate the concepts expressed in the medium

used for queries (e.g., text) in terms of the other

medium (e.g., images). In response to this demand, a

wide range of methods for achieving IR on multimedia

documents has been produced, mostly based on tech-

niques developed in the areas of signal processing

and pattern matching, initially foreign to the IR field.

These methods are nowadays known as similarity-

based methods, due to the fact that they use as queries

an object of the same kind of the sought ones (e.g., a

piece of text or an image) [6]. Originally, the term

content-based was used to denote these methods,

where the content in question was not the content of

the multimedia object under study (e.g., the image)

but that of the file that hosts it.

The last area is that of semantic information proces-

sing (SIP) which has developed across the information

system and the artificial intelligence communities

starting in the 1960s. The basic goal of SIP was

the definition of artificial languages that could repre-

sent relevant aspects of a reality of interest (whence

the appellation semantic), and of suitable operations

on the ensuing representations that could support

knowledge-intensive activities. Since the inception

of the field, SIP methods are rooted in first-order

mathematical logic, which offers the philosophically

well-understood and computationally well-studied

notions of syntax, semantics and inference as bases

on which to build. Nowadays, SIP techniques are most-

ly employed in the context of Knowledge Organiza-

tion Systems. In MIR, SIP methods have been used to

develop sophisticate representations of the contents

(in the sense of ‘‘semantics’’) of multimedia docu-

ments, in order to support the retrieval of these

documents based on a logical model. According to

this model, user’s information needs are predicates

expressed in the same language as that used for docu-

ments representations, and a document is retrieved if

its representation logically implies the query. A wide

range of logical models for IR have been proposed,

corresponding to different ways of capturing the un-

certainty inherent in IR, of expressing document con-

tents, of achieving efficiency and effectiveness of

retrieval [4].

To a lesser extent, the database area has also con-

tributed to MIR, by providing indexing techniques

for fast access to large collections of documents.

Initially, typical structures such as inverted files and

B-trees were employed. When similarity-based retriev-

al methods started to appear, novel structures, such

as R- or M-trees were developed in order to support

efficient processing of range and k nearest neighbors

queries [15].

Foundations
MIR is a scientific discipline, endowed with many

different approaches, each stemming from a different

branch of the MIR history. All these approaches can be

understood as addressing the same problem through a

different aspect of multimedia documents.
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Documents can be broadly divided from a user

perspective into two main categories: simple and

complex.

A document is simple if it cannot be further decom-

posed into other documents. Images and pieces of text

are typically simple documents. A simple document is

an arrangement of symbols that carry information via

meaning, thus concurring in forming what is called the

content of the document. In the case of text, the sym-

bols are words (or their semantically significant frac-

tions, such as stems, prefixes or suffixes), whereas for

images the symbols are colors and textures. Simple

documents can thus be characterized as having two

parallel dimensions: that of form (or syntax, or symbol)

and that of content (or semantics, or meaning). The

form of a simple document is dependent on the medi-

um that carries the document. On the contrary, the

meaning of a simple document is the set of states of

affairs (or ‘‘worlds’’) in which it is true, and is therefore

medium-independent. For instance, the meaning of a

piece of text is the set of (spatio-temporally deter-

mined) states of affairs in which the assertions made

are true, and the meaning of an image is the set of such

states of affairs in which the scene portrayed in the

image indeed occurs.

Complex documents (or simply documents) are

structured sets of simple documents. This leads to the

identification of structure as the third dimension of

documents. Document structure is typically a binary

relation, whose graph is a tree rooted at the document

and having the component simple documents as

leaves. More complex structures may exist, for instance

those requiring an ordering between the children of the

same parent (such as between the chapters of a book),

or those having an arity greater than 2 (such as syn-

chronization amongst different streams of an audio-

visual document).

Finally, documents, whether simple or complex,

exist as independent entities characterized by (meta-)

attributes (often called metadata in the digital libraries

literature), which describe the relevant properties of

such entities. The set of such attributes is usually called

the profile of a document, and constitutes the fourth

and last document dimension.

Corresponding to the four dimensions of docu-

ments just introduced, there can be four categories of

retrieval, each one being a projection of the general

problem of MIR onto a specific dimension. In

addition, it is possible, and in some cases desirable,

to combine different kinds of retrieval within the same

operation.

Retrieval based on document structure does not

really lead to a genuine discovery, since the user must

have already seen (or be otherwise aware of) the sought

document(s) in order to be able to state a predicate on

their structure. Retrieval based on document profile,

from a purely logical point of view, is not different

from content-based retrieval and in fact many meta-

data schema used for document description (notable,

the Dublin Core Metadata Set) include attributes of

both kinds.

Form-based Multimedia Information Retrieval

The retrieval of information based on form addresses

the syntactic properties of documents. In particular,

form-based retrieval methods automatically create the

document representations to be used in retrieval by

extracting low-level features from documents, such as

the number of occurrences of a certain word in a text,

or the energy level in a certain region of an image.

The resulting representations are abstractions which

retain that part of the information originally present

in the document that is considered sufficient to char-

acterize the document for retrieval purposes. User

queries to form-based retrieval engines may be docu-

ments themselves (this is especially true in the non-

textual case, as this allows overcoming the medium

mismatch problem), from which the system builds

abstractions analogous to those of documents. Docu-

ment and query abstractions are then compared by an

appropriate function, aiming at assessing their degree of

similarity. A document ranking results from these com-

parisons, in which the documents with the highest

scores occur first.

In the case of text, form-based retrieval includes

most of the traditional IR methods, ranging from

simple string matching (as used in popular Web

search engines) to the classical tf-idf term weighting

method, to the most sophisticated algorithms for

similarity measurement. Some of these methods

make use of information structures, such as thesauri,

for increasing retrieval effectiveness. However, what

makes them form-based retrieval methods is their

relying on a form-based document representation.

Two categories of queries addressing text can be

distinguished:
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1. Full-text queries, each consisting of a text pattern,

which denotes, in a deterministic way, a set of texts;

when used as a query, the text pattern is supposed to

retrieve any text layout belonging to its denotation.

2. Similarity queries, each consisting of a text, and

aimed at retrieving those text layouts which are

similar to the given text.

In a full-text query, the text pattern can be specified in

many different ways, e.g., by enumeration, via a regular

expression, or via ad hoc operators specific to text

structure such as proximity, positional and inclusion

operators [9].

Queries referring to the form dimension of images

are called visual queries, and can be partitioned as

follows:

1. Concrete visual queries: These consist of full-fledged

images that are submitted to the system as a way to

indicate a request to retrieve ‘‘similar’’ images; the

addressed aspect of similarity may concern color

[2,7], texture [8,14], appearance [12] or combina-

tion thereof [13].

2. Abstract visual queries: These are artificially con-

structed image elements (hence, ‘‘abstractions’’ of

image layouts) that address specific aspects of

image similarity; they can be further categorized into:

a. Color queries: specifications of color patches,

used to indicate a request to retrieve those

images in which a similar color patch occurs

[6,7].

b. Shape queries: specifications of one or more

shapes (closed simple curves in the 2D space),

used to indicate a request to retrieve those

images in which the specified shapes occur as

contours of significant objects [6,11].

c. Combinations of the above [2].

Visual queries are processed by matching a vector of

features extracted from the query image, with each of

the homologous vectors extracted from the images

candidate for retrieval. For concrete visual queries,

the features are computed on the whole image, while

for abstract visual queries only the features indicated in

the query (such as shape or color) are represented in

the vectors involved. For each of the above categories

of visual queries, a number of different techniques have

been proposed for performing image matching,

depending on the features used to capture the aspect

addressed by the category, or the method used to

compute such features, or the function used to assess

similarity.

Semantic Content-based Multimedia Information

Retrieval

On the contrary, semantic-based retrieval methods

rely on symbolic representations of the meaning of

documents, that is descriptions formulated in some

suitable knowledge representation language, spelling

out the truth conditions of the involved document.

Various languages have been employed to this end,

ranging from net-based to logical. Description Logics

[1], or their Semantic Web syntactic forms such as

OWL, are contractions of the Predicate Calculus that

are most suitable candidates for this role, thanks to

their being focused on the representation of concepts

and to their computational amenability. Typically,

meaning representations are constructed manually,

perhaps with the assistance of some automatic tool;

as a consequence, their usage on collections of remark-

able size (text collections can reach nowadays up

to millions of documents) is not viable. The social

networking on which Web 2.0 is based may overcome

this problem, as groups of up to thousands of users

may get involved in the collaborative indexing

process (flicker).

While semantic-based methods explicitly apply

when a connection in meaning between documents

and queries is sought, the status of form-based meth-

ods is, in this sense, ambiguous. On one hand, these

methods may be viewed as pattern recognition tools

that assist an information seeker by providing associa-

tive access to a collection of signals. On the other hand,

form-based methods may be viewed as an alternative

way to approach the same problem addressed by

semantic-based methods, that is deciding relevance,

in the sense of connection in meaning, between docu-

ments and queries. This latter, much more ambitious

view, can be justified only by relying on the assump-

tion that there be a systematic correlation between

‘‘sameness’’ in low-level signal features and ‘‘sameness’’

in meaning. Establishing the systematic correlation

between the expressions of a language and their mean-

ing is precisely the goal of a theory of meaning (see, e.g.,

[5]), a subject of the philosophy of language that is still

controversial, at least as far as the meaning of natural

languages is concerned. So, pushed to its extreme
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consequences, the ambitious view of form-based re-

trieval leads to viewing a MIR system as an algorithmic

simulation of a theory of meaning, in force of the fact

that the sameness assumption is relied upon in every

circumstance, not just in the few, happy cases in which

everybody’s intuition would bet on its truth. At pres-

ent, this assumption seems more warranted in the case

of text than in the case of non-textual media, as the

representations employed by form-based textual re-

trieval methods (i.e., vectors of weighted words)

come much closer to a semantic representation than

the feature vectors employed by similarity-based image

retrieval methods. Irrespectively of the tenability of the

sameness assumption, the identification of the alleged

syntactic-semantic correlation is at the moment a re-

mote possibility, so the weaker view of form-based

retrieval seems the only reasonable option.

Mixed Multimedia Information Retrieval

Suppose a user of a digital library is interested in

retrieving all documents produced after January

2007, containing a critical review on a successful rep-

resentation of a Mozart’s opera, and with a picture

showing Kiri in a blueish dress. This need addresses

all dimensions of a document: it addresses structure

because it states conditions on several parts of the

desired documents; it addresses profile because it

places a restriction on the production date; it addresses

form- (in particular color-) and semantic-based image

retrieval on a specific region of the involved image (the

region must be blue and represent the singer Kiri) as

well as on the whole image (must be a scene of a

Mozart’s opera); it addresses from-based text retrieval

by requiring that the document contains a piece of text

of a certain type and content. This is an example of

mixed MIR, allowing the combination of different

types of MIR in the context of the same query [10].

Emerging standards in multimedia document

representation (notably, the ISO standard MPEG21)

address all of the dimensions of a document. Conse-

quently, their query languages support more and more

mixed MIR.

Key Applications
Nowadays, MIR finds its natural context in digital

libraries, a novel generation of information systems

[3], born in the middle of the 1990s as a result of the

First Digital Library Initiative. Digital Libraries are

large collections of multimedia documents which are

made on-line available on global infrastructures for

discovery and access. MIR is a core service of any DL,

addressing the discovery of multimedia documents.
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