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INTRODUCTION

During thelast 15 years, the production of documentsin
digital formhasexploded, duetotheincreased availability
of hardware and softwaretoolsfor generating digital data
(e.g., personal computers, digital cameras, word proces-
sors) and for digitizing data that had been originated in
nondigital form(e.g., scanners, OCR software). Thisphe-
nomenon hasal so strongly affected“novel” digital media
such as imagery, video, music, and so forth. However,
natural languagetext hasbeen, at least from aquantitative
viewpoint, the medium most responsible for this explo-
sion, due to its immediacy and to the ubiquity of word
processing and text authoring tools. As a consequence,
there is an increased need for hardware and software
solutionsfor storing, organizing, and retrieving thelarge
amounts of digital text that are being produced, with an
eye towards its future use.

The design of such solutions has traditionally been
the object of study of information retrieval (IR), the
discipline that is broadly concerned with the computer-
mediated accessto datawith poorly specified semantics.
Whileall of the previously mentioned typesof mediafall
within the scope of IR, it isunquestionable that text has
been its major focus of attention ever since itsinception
inthelate 1950s.

Thefollowing aretwo maindirectionsone may takefor
providing convenient access to a large, unstructured
repository of text:

. Providing powerful toolsfor searching relevant
documentswithinthislargerepository. Thisisthe
aim of text search, asubdiscipline of IR concerned
with building systems that accept a natural lan-
guage query and return as aresult a list of docu-
mentsranked accordingtotheir estimated relevance
to the user’ sinformation need. Nowadays, the “tip
of theiceberg” of text searchisrepresented by Web
search engines, but commercial solutions for the
text search problem were being delivered decades
before the birth of the Web.

. Providing powerful toolsfor turningthisunstruc-
tured repository into a structured one, thereby
easing storage, sear ch, and browsing. Thisisthe
aim of text classification, a subdiscipline of IR
concerned with building systems that partition an

unstructured collection of documents into mean-
ingful groups.

Therearetwo mainvariantsof text classification. The
firstistext clustering, whichisconcerned with finding a
latent yet undetected group structure in the repository,
and the second is text categorization (TC), which is
concerned with structuring the repository according to a
schemegivenasinput. Inother words, whileintheformer
task the set of groups (or classes, or labels) isnot known
in advance, it is predefined and known in the latter. The
latter task will be the focus of this paper.

Notethat the underlying notion of TC, that of member-
ship of adocument dj inaclassci (based on the semantics
of dj and ci), is inherently subjective. This is because
different classifiers (be they human or machine) might
disagree on whether dj belongs in ci. This means that
membership cannot be determined with certainty, which
inturn meansthat any classifier (beit human or machine)
will be prone to misclassification errors. It is thus
customary to eval uatetext classifiersby applyingthemto
a set of labelled (i.e., preclassified) documents (which
here playstherole of a“gold standard”). In thisway, the
accuracy of theclassifier may be measured by the degree
of coincidence between its classification decisions and
the labels originally attached to the documents.

Applications

Maron’s(1961) seminal paper isusually takento mark the
official birth date of TC, which at the time was called
automaticindexing. Thisnamereflected that themain (or
only) application that was then envisaged for TC wasto
automatically index (i.e., generating internal representa-
tions for) scientific articles for Boolean information re-
trieval systems. Infact, sinceindex termsfor theserepre-
sentationsweredrawn fromafixed, predefined set of such
terms, we can regard this type of indexing as an instance
of TC once index terms play the role of classes. The
importanceof TCincreasedinthelate‘80sand early ‘ 90s
with the need to organize the increasingly larger quanti-
ties of digital text being handled in organizations at all
levels. Sincethen, frequently pursued applicationsof TC
technology have been
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. newswire filtering (i.e., the grouping of news
stories produced by news agencies according to
thematic classes of interest; Hayes & Weinstein,
1990);

. patent classification (i.e., the organization of pat-
ents into taxonomies so as to ease the detection of
existing patents related to a new patent; Fall,
Torcsvéri, Benzineb, & Karetka, 2003); and

. Web page classification (i.e., the grouping of Web
pages [or sites] according to the taxonomic classi-
fication schemestypical of Web portals; Dumais&
Chen, 2000).

The previous applications all have a certain thematic
flavour, in the sense that classes tend to coincide with
topics, or disciplines. However, TC technology has been
appliedto domainsthat are not thematicin nature, among
which are

. spamfiltering (i.e., thegrouping of personal e-mail
messagesintothetwo classes[LEecITIMATE and SpAMm]
S0 as to provide effective user shields against un-
solicited bulk mailings; Drucker, Vapnik, & Wu,
1999);

. authorship attribution (i.e., the automatic identifi-
cation of theauthor of atext among apredefined set
of (Diederich, Kindermann, Leopold, & Paal3,, 2003);

. author gender detection (i.e., a special case of the
previoustask inwhichtheissueisdeciding whether
theauthor of thetextisaMaLEe or aFemALE; Koppel,
Argamon, & Shimoni, 2002);

. genre classification (i.e., the identification of the
nontopical natureof thetext, such asdeterminingif
a product description is a Probuct ReviEw Or an
ADVERTISEMENT; Stamatatos, Fakotakis, &
Kokkinakis, 2000);

. survey coding (i.e., the classification of respon-
dentsto asurvey based on the textual answersthey
havereturned to an open-ended question; Giorgetti
& Sebastiani, 2003); or even

. affectiverating(i.e., decidingif aproduct reviewis
TrHumes Up or a THumes Down; Pang, Lee, &
Vaithyanathan, 2002).

TECHNIQUES

Approaches

In the 1980s, the most popular approach to TC was one
based on knowledge engineering, whereby a knowledge
engineer and a domain expert working together built an
expert systemthat automatically classifiedtext. Typically,
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such an expert system would consist of a set of “if ...
then ...” rules, to the effect that adocument was assigned
to the class specified in the “then” clause only if the
linguistic expressions (i.e., words) specified in the “if”
part occurred in the document. The drawback of this
approach was the high cost of humanpower required for
defining therule set and maintainingit (i.e., for updating
the rule set as a result of possible subsequent additions
or deletions of classes or as a result of shifts in the
meaning of the existing classes.

In the 1990s, this approach was superseded by the
supervised machine learning approach, whereby a gen-
eral inductive process (the learner) is fed with a set of
“training” documents, preclassified according to the cat-
egoriesof interest. By observing the characteristicsof the
training documents, thelearner may generateamodel (the
classifier) of the conditions that are necessary for a
document to belong to any of the categories considered.
This model can subsequently be applied to previously
unseen documents for classifying them according to
these categories.

Thisapproach hasseveral advantagesover theknowl-
edgeengineering approach. First of all, ahigher degree of
automationisintroduced: Theengineer needsto build not
atext classifier, but an automatic builder of text classifiers
(thelearner). Once built, the learner can then be applied
togenerating many different classifiersfor many different
domains and applications; one only needsto feed it with
the appropriate sets of training documents. By the same
token, the previously mentioned problem of maintaining
aclassifier is solved by feeding new training documents
appropriatefor therevised set of classes. Many inductive
learnersareavailable off the shelf; if one of theseisused,
the only humanpower needed in setting up a TC system
isthat for manually classifying the documentsto be used
for training. For performing this latter task, less-skilled
humanpower isneeded than for building an expert system,
which is also advantageous. Consider also that, when an
organization has previously relied on manual work for
classifying documents, many preclassified documents
are already available to be used as training documents
when the organization decides to automate the process.

Most important, the accuracy of classifiers(i.e., their
capability tomaketheright classification decisions) built
by machine learning methods now rivals that of human
professionalsand usually exceedsthat of classifiersbuilt
by knowledge engineering methods. This has brought
about a wider acceptance of supervised learning meth-
ods, even outside of academia. Although for certain
applications (such as spam filtering) a combination of
machine learning and knowledge engineering is still the
basis of several commercial systems, itisfair to say that
in most other TC applications (especially of thethematic
type), the adoption of machine learning technology has
been widespread.
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Learning Text Classifiers

Many different types of supervised learners have been
usedinTC (Sebastiani, 2002), including probabilistic* na-
ive Bayesian” methods, Bayesian networks, regression
methods, decision trees, Boolean decision rules, neural
networks, incremental or batch methodsfor learning linear
classifiers, example-based methods, classifier ensembles
(including boosting methods), and support vector ma-
chines. Thetime span between the devel opment of anew,
supervised learning method and its application to TC has
become narrower because machine learning researchers
now view TC as a strategic and challenging application
and one of the benchmarks of choice for the algorithms
they develop. Although all of the techniques mentioned
previously still retain their popularity, itisfair to say that
inrecent years support vector machines (Joachims, 1998)
and boosting (Schapire& Singer, 2000) have beenthetwo
dominant learning methods in TC. This seems due to a
combination of two factors: (a) these two methods have
strong justifications in terms of computational learning
theory, and (b) in comparative experiments on widely
accepted benchmarks, they have outperformed all other
competing approaches.

Building Internal Representations for
Documents

The learners discussed in the previous section cannot
operate on the documentsasthey are; the documents must
be given internal representations that the learners can
make sense of. The sameistrueof theclassifiers, oncethe
learnersbuildthem. Itisthuscustomary totransformall the
documents (i.e., those used in the training phase, in the
testing phase, or inthe operational phase of the classifier)
intointernal representations by means of methodsusedin
text search, wherethe same need isal so present. By means
of these methods, adocument is usually represented by a
vector, where the dimensions of the vector correspond to
the terms that occur in the training set, and the value of
each individual entry corresponds to the weight that the
term in question has for the document.

InTC applicationsof thethematickind, the set of terms
isusually madeto coincidewiththe set of content-bearing
words (i.e., all words but topic-neutral words such as
articles, prepositions, etc.), possibly reduced to their
morphological roots (stems) so as to avoid excessive
stochastic dependence among different dimensions of the
vector. Weights for these words are meant to reflect the
word’s importance in determining the semantics of the
document in which it occurs and are automatically com-
puted by weighting functions. These functions usually
rely on intuitions of a statistical kind, such as

. the more often a term occurs in a document, the
more important it is for that document; and

. the more documents a term appears in, the less
important that termisin characterizing the seman-
tics of those documents.

Innonthematic T C applications, the oppositeisoften
true. For instance, frequently used articles, prepositions,
and punctuation (together with many other stylistic
features) may be helpful cluesin authorship attribution,
while it is more unlikely that frequently used content-
bearing words may be of help. Thisshowsthat choosing
the right dimensions for the right task requires a deep
understanding, on the part of the engineer, of the nature
of the task.

Reducing the Dimensionality of the
Vectors

Thetechniquesdescribed inthe previous sectiontend to
generate very large vectors, frequently in the tens of
thousands. While such a situation is not problematic in
text search, whose standard algorithms are fairly robust
with respect to the dimensionality of the vectors, itisin
TC, since the efficiency of many learning devices (e.g.,
neural networks) tend to degraderapidly with the size of
the vectors. In TC applications, it is thus customary to
run a dimensionality reduction pass before starting to
buildtheinternal representationsof thedocuments. This
meansidentifying anew vector spacein whichto repre-
sent the documents in such away that the new vectors
have a much smaller number of dimensions than the
original ones. Several techniquesfor dimensionality re-
duction have been devised within TC (or, more often,
borrowed fromthefieldsof machinelearning and pattern
recognition).

An important class of such techniques is feature
extraction methods(e.g., term clustering methods, latent
semanticindexing). Feature extraction methodsdefinea
new vector spaceinwhich each dimensionisacombina-
tion of someor all of theoriginal dimensions; their effect
is usually areduction of both the dimensionality of the
vectors and the overall stochastic dependence among
dimensions.

An even more important class of dimensionality re-
duction techniquesisthat of feature selection methods,
which do not attempt to generate new terms, but try to
select the best onesfromthe original set. The measure of
quality for atermisits expected impact on the accuracy
of theresulting classifier. Tomeasurethis, feature sel ec-
tion functions are employed for scoring each term ac-
cording to this expected impact so that the highest




scoring terms can be retained for the new vector space.
These functions mostly come from statistics (e.g., chi-
square), information theory (e.g., Mutual Information),
or machinelearning (e.g., Information Gain), and tend to
encode each in their own way the intuition that the best
terms for classification purposes are the ones that are
distributed most differently acrossthedifferent categories.

CHALLENGES

Text categorization, especially in its machine learning
incarnation, is now a fairly mature technology that has
delivered working solutions in a number of applicative
contexts. Still, a number of challenges remain for TC
research.

The first and foremost challenge is delivering high
accuracy in all applicative contexts. While highly effec-
tive classifiers have been produced for applicative do-
mains such as the thematic classification of profession-
ally authored texts (such asnewswires), in other domains
reported accuracies are far from satisfying. Such
applicative contexts include the classification of Web
pages, wheretheuseof textismorevaried and obeysrules
different from those of linear verbal communication;,
spam filtering, atask that hasan adversarial natureinthat
spammers adapt their spamming strategiesto circumvent
the latest spam filtering technologies; and authorship
attribution, in which current technology isnot yet ableto
tackletheinherent stylisticvariability amongtextswritten
by the same author.

A second important challenge is to bypass the docu-
ment labeling bottleneck (i.e., labelling, or manually
classifying, documents for use in the training phase is
costly). To this end, semisupervised methods have been
proposed that allow building classifiers from a small
sampleof labelled documentsand ausually larger sample
of unlabelled documents (Nigam, McCallum, Thrun, &
Mitchell, 2000). However, the problem of learning text
classifiers mainly from unlabelled datais still, unfortu-
nately, open.
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KEY TERMS

Boosting: One of the most effectivetypesof learners
for text categorization. A classifier built by boosting
methodsis actually acommittee (or ensemble) of classi-
fiers, andtheclassification decisionismadeby combining
the decisions of all the members of the committee. The
membersare generated sequentially by thelearner, which
attemptsto specialize each member by correctly classify-
ing the training documents the previously generated
members have misclassified most often.

Classifier: An algorithm that, given as input two or
more classes (or |abels), automatically decidesto which
class or classes a given document belongs, based on an
analysis of the contents of the document. A single-label
classifier is one that picks one class for each document.
When the classes among which a single-label classifier
must choosearejust two, itiscalled abinary classifier. A
multilabel classifier isonethat may pick zero, one, or many
classes for each document.

Dimensionality Reduction: A phaseof classifier con-
struction that reduces the number of dimensions of the
vector space in which documents are represented for the
purpose of classification. Dimensionality reduction ben-
eficially affectstheefficiency of boththelearning process
and the classification process. In fact, shorter vectors
need to behandled by thelearner and by theclassifier, and
often on the effectiveness of the classifier too, since
shorter vectorstendto limit thetendency of thelearner to
“overfit” the training data.

L earner (Supervised) L earning Algorithm: A gen-
eral inductive process that automatically generates a
classifier from atraining set of preclassified documents.

Supervised (Machine) Learning: A form of ma-
chine learning (i.e., improving the machine’'s perfor-
mance by exposing it to experiential data). A learning
method is supervised when it relies on the exposure to
preclassified data, that is, to data items that have previ-
ously been labelled by classes (or categories) from a
predefined finite set.

Support Vector Machines: Oneof themost effective
types of learnersfor text categorization. They attempt to
buildaclassifier that maximizesthemargin (i.e., themini-
mum distance between the hyperplanethat representsthe
classifier and the vectors that represent the documents).
Different functionsfor measuring this distance (kernels)
can be plugged in and out; when nonlinear kernels are
used, this corresponds to mapping the original vector
spaceinto ahigher dimensional vector spaceinwhichthe
separation between the examples belonging to different
categories may be accounted for more easily.

Terms: The dimensions of the vector spacein which
documents are represented according to the vector space
model. In thematic applications of text categorization,
termsusually coincidewiththe content-bearing words(or
with their “stems”) that occur in the training set, and in
nonthematic applications, they may be taken to coincide
withthetopic-neutral wordsor with other custom-defined
global characteristics of the document.

Vector SpaceM odel: A popular method for represent-
ing documents and determining their semantic related-
ness, originally devised in the mid 1960s for text search
applications and subsequently applied in the representa-
tion of documents for text categorization applications.
Documents are represented as vectors in a vector space
generated by the terms that occur in a document corpus
(thedocument collectionintext search, thetraining setin
text categorization), and semantic rel atednessisusual ly mea-
sured by thecosineof theanglethat separatesthetwovectors.



