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Abstract—Sentiment Quantification is the task of estimating the relative frequency of

sentiment-related classes—such as Positive and Negative—in a set of unlabeled documents.

It is an important topic in sentiment analysis, as the study of sentiment-related quantities

and trends across a population is often of higher interest than the analysis of individual

instances. In this article, we propose amethod for cross-lingual sentiment quantification,

the task of performing sentiment quantification when training documents are available for

a source language S, but not for the target language T , for which sentiment quantification

needs to be performed. Cross-lingual sentiment quantification (and cross-lingual text

quantification in general) has never been discussed before in the literature; we establish

baseline results for the binary case by combining state-of-the-art quantification methods

with methods capable of generating cross-lingual vectorial representations of the source

and target documents involved. Experiments on publicly available datasets for cross-

lingual sentiment classification show that the presented method performs cross-lingual

sentiment quantification with high accuracy.

& IN CROSS-LINGUAL TEXT CLASSIFICATION, docu-

ments may be expressed in either a source lan-

guage S or a target language T , and training

documents are available only for S but not for T ;

cross-lingual text classification thus consists of

leveraging the training documents in the source

language in order to train a classifier for the target

language, also using the fact that the classification

scheme C is the same for both S and T . Cross-lin-

gual text classification has been widely investi-

gated in the literature.1;2 A companion task which

instead has never been tackled, and which is the

object of this article, is cross-lingual text quantifica-

tion, the task of performing “quantification”

across a source language S and a target language

T . Quantification is a supervised learning task

that consists of predicting, given a set of classes C
and a set D (a sample) of unlabeled items drawn
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from some domain D, the prevalence (i.e., relative

frequency) pcðDÞ of each class c 2 C in D. Put it

another way, given an unknown distribution

pCðDÞ of the members of D across C (the true dis-

tribution), quantification consists in generating a

predicted distribution p̂CðDÞ that approximates

pCðDÞ as accurately as possible.3

Quantification is especially important for

application fields characterized by an interest in

aggregate (rather than individual) data, such as

the social sciences, market research, political

science, and epidemiology. These disciplines

often face the need to label data in highly

dynamic scenarios,4 i.e., scenarios in which the

distribution of data in the unlabeled set may be

very different from the distribution of data in the

training set. In such contexts, accurate class

prevalence estimation may be challenging, due

to the fact that the “iid assumption” on which

standard learning methods are based (i.e., the

assumption that the training set and the test set

are identically and independently sampled from

the same data distribution) is obviously not

verified.

Sentiment quantification5 is the task of interest

in all contexts in which the results of sentiment

analysis are to be analyzed at the aggregate level.

For instance, hardly anyone among thosewhoper-

form sentiment analysis for Twitter data are inter-

ested in determining the sentiment conveyed by a

single tweet; in most such applications, figuring

out the percentage and the intensity6 of tweets that

exhibit a certain sentiment is the real goal, which

shows that quantification (and not classification)

should be the task to focus on.7 This article adds

cross-linguality to the picture, thus addressing

those application contexts characterized by the

absence of training data for the “target” language

of interest, and the presence of training data for a

different “source” language. Everything we say in

this article straightforwardly extends to dealing

with the simultaneous presence of several source

languages and/or several target languages.

In principle, quantification can be straightfor-

wardly solved via classification, i.e., by training a

classifier h using training data labeled according

to C, classifying the unlabeled data inD via h, and

counting, for each c 2 C, how many items in D

have been attributed to c (the “classify and count”

method). However, research has conclusively

shown8–11 that this approach leads to suboptimal

quantification accuracy. To see this consider that

a binary classifier h1 for which FP ¼ 20 and

FN ¼ 20 (FP and FN standing for the “false pos-

itives” and “false negatives,” respectively, that it

has generated on a given dataset) is worse, in

terms of classification accuracy, than a classifier

h2 for which, on the same dataset, FP ¼ 18 and

FN ¼ 20. However, h1 is intuitively a better binary

quantifier than h2; indeed, h1 is a perfect quanti-

fier, since FP and FN are equal and thus, when it

comes to class frequency estimation, compensate

each other, so that the distribution of the test

items across the class and its complement is

estimated perfectly. Since classification and quan-

tification pursue different goals, quantification

should be tackled as a task of its own, using differ-

ent evaluation measures and, as a result, different

learning algorithms.

In this article, we establish baseline results for

(binary) cross-lingual sentiment quantification by

combining a number of quantification methods

with state-of-the-art cross-lingual projectionmeth-

ods. For performing this latter task, we explore

structural correspondence learning (SCL)1 and

distributional correspondence indexing (DCI)2,

since 1) SCL is arguably the most representative

cross-lingual projection method in the literature

(and, thus, a mandatory baseline in lab experi-

ments of related research), while DCI is a cross-

lingual projection method that has recently dem-

onstrated state-of-the-art performance in cross-

lingual text classification,12 2) both methods pro-

vide a general procedure for projecting source

and target documents onto a common vector

space, and 3) the code implementing both meth-

ods is publicly available and easily modifiable.

Other cross-lingual methods proposed in the liter-

ature learn representations that are dependent on

the set of unlabeled documents to classify (in lab

experiments: the test set). This implicitly means

that each new unlabeled set to quantify upon

would require retraining from scratch, something

that would prove prohibitive in the experimental

setting of quantification.

METHOD
Different quantification methods have been

proposed that exploit the classification outcomes
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that a previously trained classifier delivers on

unlabeled data. We explore different cross-lingual

sentiment quantificationmethods that result from

the combination of a cross-lingual projection

method, a “classify and count” policy, and an esti-

mate correction method. In this article, we only

address the binary case, where the classes

{Positive,Negative} are indicated as C ¼ f�;�g.

Cross-Lingual Document Representations

In cross-lingual applications, SCL andDCI rely

on the concept of pivot term (or simply pivot)13 in

order to bridge the gap between the different fea-

ture spaces which the different languages gener-

ate. In such contexts, pivots are defined as highly

predictive pairs of translation-equivalent terms

which behave in a similar way in their respective

languages. Typical examples of pivots for senti-

ment-related applications are adjectives with

domain-independent meaning such as “excellent”

or “poor,” and partially domain-dependent terms

such as “fancy” (as found, e.g., in the arts and

crafts domain and in the clothing domain) or

“masterpiece” (as found, e.g., in the book domain,

movie domain, and music domain), with their

respective translations in other languages.

A common strategy to select the pivots auto-

matically consists of taking the top elements

from a list of terms ranked according to their

mutual information to the label representing the

domain (as computed from source-language

training data), and filtering out those candidates

whose translation equivalent shows a substan-

tial prevalence drift in the target language. A

word translation oracle, with a fixed budget of

allowed calls, is assumed available.

Once pivots are selected, different methods

can be defined in order to produce cross-lingual

vectorial representations. Both SCL and DCI first

represent documents as vectors x in a (weighted)

bag-of-words model of dimension jV j (with V

being the vocabulary), and then apply a linear pro-

jection (parameterized by a matrix u 2 RjV jL) of

type x>u, thus mapping jV j-dimensional vectors

intoL-dimensional vectors in a cross-lingual latent

space. To achieve this, the unlabeled collections

from the source and target domains are inspected.

The matrix can be subsequently used to project

source documents (to train a classifier) and target

documents (to classify them).

SCL builds the projection matrix by resolving

an auxiliary prediction problem for each pair of

translation-equivalent pivot terms. Each prob-

lem consists of predicting the presence of a

pivot term based on the observation of the other

terms. By solving the auxiliary problems (via lin-

ear classification), structural correspondences

among terms and pivots are captured and col-

lected as a matrix of correlations. This matrix is

later decomposed using truncated SVD to gener-

ate the final projection matrix u. DCI relies

instead on the distributional hypothesis to

directly model correspondences between terms

and pivots. Each row of the projection matrix

DCI computes represents a term profile, where

each dimension quantifies the degree of corre-

spondence (as measured by a distributional cor-

respondence function) of the term to a pivot.

Classifying and Counting

An obvious way to solve quantification is by

aggregating the scores assigned by a classifier to

the unlabeled documents.

In connection to each of SCL and DCI, we

experiment with two different aggregation meth-

ods, one that uses a “hard” classifier (i.e., a classi-

fier h� : D ! f0; 1g that outputs binary decisions,

0 for� and 1 for�) and one that uses a “soft” clas-

sifier (i.e., a classifier s� : D ! ½0; 1� that outputs
posterior probabilities Prð�jxÞ, representing the

probability that the classifier attributes to the fact

that x belongs to the � class). Of course,

Prð�jxÞ ¼ ð1� Prð�jxÞÞ.
The (trivial) classify and count (CC) quantifier

then comes down to computing

p̂CC� ðDÞ ¼
P

x2D h�ðxÞ
jDj (1)

while the probabilistic classify and count quanti-

fier (PCC)9 is defined by

p̂PCC� ðDÞ ¼
P

x2D s�ðxÞ
jDj : (2)

Of course, for any method M we have

p̂M� ðDÞ ¼ ð1� p̂M� ðDÞÞ.

Adjusting the Results of Classify and Count

A popular quantification method consists of

applying an adjustment to the prevalence p̂�ðDÞ
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estimated via “classify and count.” It is easy to

check that, in the binary case, the true preva-

lence p�ðDÞ and the estimated prevalence p̂�ðDÞ
are such that

p�ðDÞ ¼
p̂CC� ðDÞ � fprh
tprh � fprh

(3)

where tprh and fprh stand for the true positive rate

and false positive rate of the classifier h� used to

obtain p̂CC� . The values of tprh and fprh are

unknown, but can be estimated via k-fold cross-

validation on the training data. In the binary case,

this comes down to using the results h�ðxÞ
obtained in the k-fold cross-validation (i.e., x

ranges on the training documents) in equations

^tprh ¼
P

x2� h�ðxÞ
jfx2�gj

^fprh ¼
P

x2� h�ðxÞ
jfx2�gj :

(4)

We obtain estimates of pACC
� ðDÞ, which define

the adjusted classify and count method11 (ACC)

by replacing tprh and fprh in (3) with the esti-

mates of (4), i.e.,

p̂ACC
� ðDÞ ¼

p̂CC� ðDÞ � ^fprh
^tprh � ^fprh

: (5)

If the soft classifier, s�ðxÞ is used in place of

h�ðxÞ, analogues of ^tprh and ^fprh from (4) can be

defined as

^tprs ¼
P

x2� s�ðxÞ
jfx2�gj

^fprs ¼
P

x2� s�ðxÞ
jfx2�gj :

(6)

We obtain pPACC
� ðDÞ estimates, which define the

probabilistic adjusted classify and count method

(PACC),9 by replacing all factors in the right-

hand side of (5) with their “soft” counterparts

from (2) and (6), i.e.

p̂PACC
� ðDÞ ¼

p̂PCC� ðDÞ � ^fprs
^tprs � ^fprs

: (7)

ACC and PACC define two simple linear adjust-

ments to the aggregated scores of general-pur-

pose classifiers. We also investigate the use of a

more recently proposed adjustment method

based on deep learning, called QuaNet.10 QuaNet

models a neural nonlinear adjustment by taking

as input all estimated prevalences from (1), (2),

(5), and (7) (i.e., p̂CC� , p̂ACC� , p̂PCC� , p̂PACC� ), several

statistics [ ^tprh, ^fprh, ^tprs, ^fprs estimates from (4)

and (6)], the posterior probabilities Prð�jxÞ for

each document x, and the document vectors

themselves. QuaNet relies on a recurrent neural

network to produce “sample embeddings” (i.e.,

dense, multidimensional representations of the

information relevant to quantification observed

from the input data), which are then used to gen-

erate the final prevalence estimates.

EXPERIMENTS
We tested each of the 2� 5 ¼ 10 combina-

tions resulting from two approaches to generat-

ing cross-lingual projections (SCL and DCI) and

5 approaches to performing quantification (CC,

PCC, ACC, PACC, and Quanet). The code to rep-

licate all these experiments is available from

GitHub.* Note that a dataset for sentiment classi-

fication is also a dataset for sentiment quantifica-

tion, since one can compute the true class

prevalences p�ðDÞ and p�ðDÞ by simply counting

the assigned labels.

System Setup

We use the NUT packagey for SCL and the

PYDCIz package12 for DCI in order to generate

the vectorial representations of all training and

test documents. As the hard classifiers, we stick

to the ones used by the original proponents of

SCL and DCI, i.e., a linear classifier trained via

Elastic Net14 (implemented via the BOLT pack-

age)x for SCL, and a linear classifier trained via

SVMs (implemented via the SCIKIT-LEARN pack-

age)15 for DCI. As the soft classifier, we instead

use one trained via logistic regression (in its SCI-

KIT-LEARN implementation) for both SCL and DCI,

since such classifiers are known to return “well-

calibrated” posterior probabilities.

The last point is fundamental for (2), (6), and

(7) to return accurate values, since “well cali-

brated probabilities” is essentially a synonym of

“good-quality probabilities.” Posterior probabili-

ties PrðcjxÞ are said to be well calibrated when,

given a sampleD drawn from some population

*
https://github.com/HLT-ISTI/cl-quant

y
https://github.com/pprett/nut
z
https://github.com/HLT-ISTI/pydci
x
https://github.com/pprett/bolt
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lim
jDj!1

jfx 2 cjPrðcjxÞ ¼ agj
jfx 2 DjPrðcjxÞ ¼ agj ¼ a:

Intuitively, this property implies that, as the size

of the sample D goes to infinity, e.g., 90% of the

documents x 2 D that are assigned a well cali-

brated posterior probability PrðcjxÞ ¼ 0:9 belong

to class c. Some classifiers (e.g., those trained

via logistic regression)16 are known to return

well calibrated probabilities. The posterior prob-

abilities returned by some other classifiers (e.g.,

those trained via naı̈ve Bayesian methods )17 are

known instead to be not well calibrated. Yet

some other classifiers (e.g., those trained via

SVMs) do not return posterior probabilities, but

generic confidence scores. In these two last

cases it is possible to map the obtained poste-

rior probabilities/confidence scores into well

calibrated posterior probabilities by means of

some “calibration” method.16;18

We set all the hyperparameters in SCL (num-

ber m of pivots, minimum support frequency f

for pivot candidates, dimensionality k of the

cross-lingual representation, and the Elastic Net

coefficient a) to (m ¼ 450, f ¼ 30, k ¼ 100,

a ¼ 0:85), i.e., to the values found optimal in pre-

vious literature1 when optimizing for the German

book review task. Along with previous work,12 in

DCI, we set the number of pivots and minimum

support tom ¼ 450 and f ¼ 30. The dimensional-

ity is k ¼ 450 by definition, since in DCI each

pivot corresponds to a dimension. In preliminary

experiments, we had used the same value

k ¼ 450 both for DCI and SCL, on grounds of

“fairness.” The results for SCL were slightly

worse with respect to using k ¼ 100; for SCL we

thus decided to stick to the k ¼ 100 value origi-

nally used by the creators of SCL.1 As the distri-

butional correspondence function, we use

cosine, since it is the best performer in previ-

ously published experiments.12 For each setup,

we independently optimize the parameter C

(which controls the regularization strength in

the SVM and in the logistic regressor) via grid

search in the log space defined by C 2 f10ig5i¼�5,

and via 5-fold cross-validation. The classifiers

with the optimized hyperparameters are then

used in a 10-fold cross-validation run on the

training data to produce the ^tprh and ^fprh
estimates.

For the neural correction of QuaNet, we use

its publicly available implementation linked

from the original paper.{ We optimize the hyper-

parameters of QuaNet using the German book

review task (as done by Prettenhofer and Stein);1

we end up using 64 hidden units in the recurrent

cell of a two-layer stacked bidirectional LSTM,

1024 and 512 hidden units in the next-to-last

feed-forward layers, and a drop probability of 0.

We set the rest of the parameters to the same

values as in the original QuaNet paper.10

Experimental Setting

We use the Webis-CLS-10 dataset1 as the

benchmark for our experiments. Webis-CLS-10 is a

dataset originally proposed for cross-lingual senti-

ment classification experiments, and consisting of

Amazon product reviewswritten in four languages

(English, German, French, and Japanese) and con-

cerning three product domains (Books, DVDs, and

Music). There are 2 000 training documents, 2 000

test documents, and a number of unlabeled docu-

ments ranging from 9000 to 50000 for each combi-

nation of language and domain. The examples of�
and� (which indicate positive and negative senti-

ment, respectively) are perfectly balanced (i.e.,

50% each) in all sets (training, test, unlabeled). Fol-

lowing a consolidated practice in cross-lingual

text classification, we always use English as the

source language. We use the preprocessed ver-

sion of the dataset,k where terms correspond to

unigrams.

As the measures of quantification error, we

use Absolute Error (AE), Relative Absolute Error

(RAE), and the Kullback-Leibler Divergence

(KLD), defined as

AEðp; p̂;DÞ ¼ 1

jCj
X

c2C
jp̂cðDÞ � pcðDÞj (8)

RAEðp; p̂;DÞ ¼ 1

jCj
X

c2C

jp̂cðDÞ � pcðDÞj
pcðDÞ (9)

KLDðp; p̂; DÞ ¼
X

c2C
pcðDÞlog pcðDÞ

p̂cðDÞ (10)

{
https://github.com/HLT-ISTI/quanet

k
http://www.uni-weimar.de/medien/webis/corpora/corpus-webis-cls-10/cls-

acl10-processed.tar.gz
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since they are the most frequently used meas-

ures for evaluating quantification error.19

The evaluation of a quantifier cannot be car-

ried out on the basis of one single set of test

documents. The reason is that, while in text clas-

sification experiments a test set consisting of n

documents enables the evaluation of n different

decision outcomes, in quantification the same

test set would only allow to validate one single

prevalence prediction. In order to allow statisti-

cally significant comparisons, Forman11 pro-

posed to run quantification experiments on a set

of test samples, randomly sampled from the orig-

inal set of test documents at different prevalence

levels. Along with Forman,11 as the range of prev-

alences for the � class we use {0.01, 0.05, 0.10, ...,

0.90, 0.95, 0.99}. Similarly to previous work,10 we

generate 100 random samples for each of the 21

prevalence levels, and report quantification

error as the average across 21� 100 ¼ 2100 test

samples. All samples consist of 200 documents.

For each target language (German, French, and

Japanese) and product domain (Books, DVD,

and Music) the samples are the same across the

different methods, which will enable us to evalu-

ate the statistical significance of the differences

in performance; to this aim, we rely on the non-

parametric Wilcoxon signed-rank test on paired

samples.

For each combination of target language and

product domain, Table 1 reports quantification

error (for each CLTQ method and for each evalu-

ation measure) as an average across the 2 100

test samples; we recall that English is always

used as the source language, so that, e.g., the

“German Books” experiment is about training on

English book reviews and testing on German

book reviews. Since QuaNet depends on a sto-

chastic optimization, Table 1 reports the average

and standard deviation across 10 runs.

Results

Overall, the results indicate that the combi-

nation DCI+PACC is the best performer in terms

of AE and RAE, while DCI+QuaNet seems to

behave slightly better in terms of KLD. Given

recent theoretical results on the properties of

evaluation measures for quantification,19 that

indicate that AE and RAE are to be preferred to

KLD, this leads us to prefer DCI+PACC.

A substantial superiority of DCI over SCL, as

witnessed by the fact that, for each combination

of evaluation measure, target language, and

domain, the best performer always uses DCI and

not SCL. This confirms previous results2 that

showed the superiority of DCI over SCL in

monolingual sentiment classification contexts.

In both SCL andDCI the “hard” classifier tends

to work comparatively better than the “soft” logis-

tic regressor, as indicated by the fact that CC

tends to outperform PCC and ACC tends (with

some exceptions) to outperform PACC. As

expected,ACC (the “adjusted” version ofCC) per-

forms substantially better than CC in all cases.

What comes as a surprise, though, is the fact that

the remarkable benefit PACC brings about inDCI

with respect to its unadjusted variant PCC, is not

consistently mirrored in the case of SCL (where

the effect of adjusting is instead harmful, and espe-

cially so in terms ofKLD).

The neural, nonlinear adjustment of QuaNet,

when applied to DCI vectors, performs some-

how similarly to the best performer in several

cases, and actually delivers the lowest average

KLD error. That QuaNet does not perform as

well with SCL can be explained by two facts

(which are not independent of each other), i.e.,

the importance of the estimated posterior prob-

abilities within QuaNet, and the suboptimal abil-

ity (as shown by the PCC and PACC results) in

delivering accurate posterior probabilities for

SCL vectors that the logistic regressor has

shown.

CONCLUSION
The experiments we have performed show

that structural correspondence learning (SCL)

and distributional correspondence indexing

(DCI), two previously proposed methods for

cross-lingual text classification, can effectively be

used in cross-lingual text quantification, a task

that had never been tackled before in the litera-

ture. The tested methods yield quantification

predictions that are fairly close to the true preva-

lence; in terms of AE (arguably the most easy-to-

interpret error criterion), and on average, the

class prevalences predicted by DCI+PACC differ

from the true prevalences by a margin of 3.3% on

average, while this difference is 5.4% for
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SCL+ACC. These results are encouraging, espe-

cially if we consider the fact that the quantifier is

trained on a language different from the one on

which quantification is performed (for which no

training data are assumed to exist), and that a

range of true prevalences different (and even

extremely different) from the ones of the training

set are tested upon.

Note also that these results are a further con-

firmation of the fact that, when our interest in

automatically labeled data is at the aggregate

level only (and not at the individual level), using

Table 1. Cross-lingual sentiment quantification results for Webis-CLS-10. Boldface indicates the best result. Superscripts { and {{
denote the method (if any) whose score is not statistically significantly different from the best one at a ¼ 0:05 ({) or at a ¼ 0:005 ({{).

Target SCL DCI

Language Domain CC ACC PCC PACC QuaNet CC ACC PCC PACC QuaNet

AE

German Books 0.092 0.040 0.237 0.375 0.203 (�0.006) 0.090 0.037 0.119 0.027 0.030 (�0.002)

German DVDs 0.104 0.045 0.221 0.331 0.178 (�0.009) 0.086 0.030 0.147 0.028 0.030 (�0.003)yy

German Music 0.097 0.037yy 0.151 0.101 0.072 (�0.007) 0.078 0.037yy 0.109 0.039yy 0.030 (�0.002)

French Books 0.098 0.037 0.202 0.288 0.151 (�0.007) 0.098 0.038 0.122 0.025 0.036 (�0.003)

French DVDs 0.110 0.056 0.174 0.113 0.072 (�0.002) 0.091 0.037 0.117 0.027 0.045 (�0.005)

French Music 0.119 0.060 0.178 0.090 0.072 (�0.001) 0.074 0.030 0.160 0.024 0.047 (�0.010)

Japanese Books 0.127 0.072 0.194 0.124 0.095 (�0.002) 0.117 0.060 0.174 0.064 0.073 (�0.003)

Japanese DVDs 0.131 0.079 0.329 0.485 0.270 (�0.005) 0.104 0.045 0.128 0.037 0.058 (�0.006)

Japanese Music 0.118 0.059 0.242 0.377 0.228 (�0.007) 0.092 0.029 0.161 0.027 0.044 (�0.009)

Average 0.111 0.054 0.214 0.254 0.149 0.092 0.038 0.138 0.033 0.044

RAE

German Books 0.888 0.164 0.878 0.807 0.513 (�0.015) 1.135 0.246 1.411 0.136 0.248 (�0.034)

German DVDs 1.086 0.267 1.047 0.733 0.428 (�0.031) 1.070 0.223 1.709 0.144 0.234 (�0.020)yy

German Music 1.056 0.194y 1.364 0.268 0.216 (�0.011) 0.947 0.194yy 1.310 0.153 0.245 (�0.022)yy

French Books 1.021 0.313 1.041 0.666 0.383 (�0.025) 1.227 0.407 1.426 0.159 0.330 (�0.026)

French DVDs 1.307 0.682 1.642 0.475 0.543 (�0.019) 0.938 0.176 1.284 0.144 0.223 (�0.016)

French Music 1.310 0.496 2.099 1.181 0.817 (�0.026) 0.834 0.138 1.803 0.208 0.276 (�0.039)y

Japanese Books 1.423 0.781 2.287 1.572 1.122 (�0.026) 1.196 0.450 1.935 0.639 0.570 (�0.032)

Japanese DVDs 1.392 0.785 0.833 0.947 0.557 (�0.012) 1.097 0.292 1.380 0.213 0.350 (�0.021)

Japanese Music 1.232 0.304 0.910 0.806 0.527 (�0.016) 0.973 0.175 1.800 0.198y 0.293 (�0.034)

Average 1.191 0.443 1.345 0.828 0.567 1.046 0.256 1.562 0.222 0.308

KLD

German Books 0.041 0.016 0.194 1.778 0.274 (�0.043) 0.040 0.032 0.062 0.028 0.007 (�0.001)

German DVDs 0.050 0.013 0.172 0.987 0.139 (�0.034) 0.038 0.019 0.086 0.028 0.007 (�0.001)

German Music 0.045 0.017yy 0.090 0.062 0.027 (�0.005) 0.032 0.046 0.054 0.072 0.008 (�0.001)

French Books 0.046 0.010yy 0.146 0.748 0.115 (�0.024) 0.046 0.014 0.064 0.014 0.010 (�0.001)

French DVDs 0.055 0.019 0.111 0.055 0.029 (�0.001) 0.040 0.012 0.060 0.008 0.012 (�0.002)

French Music 0.062 0.021 0.114 0.040 0.028 (�0.000) 0.030 0.040 0.097 0.007 0.014 (�0.004)

Japanese Books 0.068 0.028 0.132 0.065 0.043 (�0.001) 0.060 0.020 0.110 0.024 0.029 (�0.002)

Japanese DVDs 0.071 0.033 0.376 5.133 0.250 (�0.013) 0.051 0.014 0.069 0.011 0.020 (�0.003)

Japanese Music 0.061 0.022 0.202 1.629 0.234 (�0.024) 0.042 0.011 0.098 0.009 0.013 (�0.004)

Average 0.055 0.020 0.171 1.166 0.127 0.042 0.023 0.078 0.022 0.013
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“real” quantification methods (instead of stan-

dard classification methods in a “classify and

count” fashion) is the way to go. To witness, in

terms of AE the use of DCI+PACC allows to cut

down quantification error to 3.3% on average, a

substantial improvement with respect to the

9.2% on average obtained by just using DCI with

a “classify and count” approach.

The combination of transfer learning (of

which cross-lingual transfer is an instance) with

quantification is an interesting task in general,

that should prompt a body of dedicated

research. We believe end-to-end approaches for

cross-lingual quantification, not necessarily rely-

ing on classification as an intermediate step,

would be worth exploring. Likewise, a natural

extension of this work would be to explore appli-

cations of transfer learning to sentiment quantifi-

cation different from the cross-lingual one, such

as cross-domain sentiment quantification. Also

note that, while this article concentrates on a

very narrow aspect of sentiment analysis

(namely, Positive–Negative polarity detection),

approaches such as the ones championed here

can be in principle extended to deal with other

labeling tasks in affective computing and senti-

ment analysis,20 such as finer-grained polarity

detection (e.g., using ordinal scales)21 or joint

topic-sentiment detection.22

ACKNOWLEDGMENTS
This work was supported by the SoBigdata++

project, funded by the European Commission

(Grant No. 871042) under Programme H2020-

INFRAIA-2019-1. The authors opinions do not nec-

essarily reflect those of the EuropeanCommission.

& REFERENCES

1. P. Prettenhofer and B. Stein, “Cross-lingual adaptation

using structural correspondence learning,” ACMTrans.

Intell. Syst. Technol., vol. 3, no. 1, 2011, Article 13, doi:

10.1613/jair.4762.

2. A. Moreo, A. Esuli, and F. Sebastiani, “Distributional

correspondence indexing for cross-lingual and cross-

domain sentiment classification,” J. Artif. Intell. Res.,

vol. 55, pp. 131–163, 2016, doi: 10.1613/jair.4762.

3. P. Gonz�alez et al., “A review on quantification learning,”

ACMComput. Surv., vol. 50, no. 5, pp. 74:1–74:40,

2017, doi: 10.1145/3117807.

4. M. Ebrahimi, A. H. Yazdavar, and A. P. Sheth,

“Challenges of sentiment analysis for dynamic events,”

IEEE Intell. Syst., vol. 32, no. 5, pp. 70–75, Sep./Oct.

2017, doi: 10.1109/MIS.2017.3711649.

5. A. Esuli and F. Sebastiani, “Sentiment quantification,”

IEEE Intell. Syst., vol. 25, no. 4, pp. 72–75, Jan. 2010.

6. M. S. Akhtar, A. Ekbal, and E. Cambria, “How intense

are you? Predicting intensities of emotions and

sentiments using stacked ensemble,” IEEE Comput.

Intell. Mag., vol. 15, no. 1, pp. 64–75, Feb. 2020.

7. W. Gao and F. Sebastiani, “From classification to

quantification in tweet sentiment analysis,” Social

Netw. Anal. Mining, vol. 6, no. 19, pp. 1–22, 2016, doi:

10.1007/s13278-016-0327-z.

8. J. Barranquero, J. D�ıez, and J. J. del Coz, “Quantification-

oriented learning based on reliable classifiers,” Pattern

Recognit., vol. 48, no. 2, pp. 591–604, 2015, doi: 10.1016/

j.patcog.2014.07.032.

9. A. Bella et al., “Quantification via probability

estimators,” in Proc. 11th IEEE Int. Conf. Data Mining,

2010, pp. 737–742, doi: 10.1109/icdm.2010.75.

10. A. Esuli, A. Moreo, and F. Sebastiani, “A recurrent neural

network for sentiment quantification,” Proc. 27th ACM

Int. Conf. Inf. Knowl.Manage., 2018, pp. 1775–1778,

doi: 10.1145/3269206.3269287.

11. G. Forman, “Quantifying counts and costs via

classification,” Data Mining Knowl. Discovery, vol. 17,

no. 2, pp. 164–206, 2008, doi: 10.1007/s10618-008-

0097-y.

12. A. Moreo, A. Esuli, and F. Sebastiani, “Revisiting

distributional correspondence indexing: A Python

reimplementation and new experiments,” 2018,

arXiv:1810.09311.

13. J. Blitzer, M. Dredze, and F. Pereira, “Biographies,

Bollywood, boom-boxes and blenders: Domain

adaptation for sentiment classification,” in Proc. 45th

Annu. Meeting Assoc. Comput. Linguistics, 2007,

pp. 440–447, doi: https://doi.org/10.1111/j.1467-

9868.2005.00503.x.

14. H. Zou and T. Hastie, “Regularization and variable

selection via the elastic net,” J. Roy. Statist. Soc.,

Series B, vol. 67, no. 2, pp. 301–320, 2005.

15. F. Pedregosa et al., “Scikit-learn: Machine learning in

Python,” J. Mach. Learn. Res., vol. 12, pp. 2825–2830,

2011.

16. B. Zadrozny and C. Elkan, “Transforming classifier

scores into accurate multiclass probability estimates,”

in Proc. 8th ACM Int. Conf. Knowl. Discovery Data

Mining, 2002, pp. 694–699, doi: 10.1145/

775107.775151.

May/June 2020 113
Authorized licensed use limited to: CNR Biblioteca Centrale. Downloaded on July 02,2020 at 18:04:46 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1613/jair.4762
http://dx.doi.org/10.1613/jair.4762
http://dx.doi.org/10.1145/3117807
http://dx.doi.org/10.1109/MIS.2017.3711649
http://dx.doi.org/10.1007/s13278-016-0327-z
http://dx.doi.org/10.1016/j.patcog.2014.07.032
http://dx.doi.org/10.1016/j.patcog.2014.07.032
http://dx.doi.org/10.1109/icdm.2010.75
http://dx.doi.org/10.1145/3269206.3269287
http://dx.doi.org/10.1007/s10618-008-0097-y
http://dx.doi.org/10.1007/s10618-008-0097-y
http://dx.doi.org/https://doi.org/10.1111/j.1467-9868.2005.00503.x
http://dx.doi.org/https://doi.org/10.1111/j.1467-9868.2005.00503.x
http://dx.doi.org/10.1145/775107.775151
http://dx.doi.org/10.1145/775107.775151


17. P. M. Domingos and M. J. Pazzani, “On the optimality

of the simple Bayesian classifier under zero-one loss,”

Mach. Learn., vol. 29, no. 2/3, pp. 103–130, 1997.

18. J. C. Platt, “Probabilistic outputs for support vector

machines and comparison to regularized likelihood

methods,” in Advances in Large Margin Classifiers,

A. Smola, et al., Eds. Cambridge, MA, USA: MIT Press,

2000, pp. 61–74.

19. F. Sebastiani, “Evaluation measures for quantification:

An axiomatic approach,” Inf. Retrieval J., 2020.

[Online]. Available: https://link.springer.com/journal/

10791/onlineFirst, doi: 10.1007/s10791-019-09363-y.

20. E. Cambria, “Affective computing and sentiment

analysis,” IEEE Intell. Syst., vol. 31, no. 2, pp. 102–107,

Mar./Apr. 2016, doi: 10.1109/MIS.2016.31.

21. G. Da San Martino, W. Gao, and F. Sebastiani,

“Ordinal text quantification,” in Proc. 39th ACM Conf.

Res. Develop. Inf. Retrieval, 2016, pp. 937–940,

doi: 10.1145/2911451.2914749.

22. Q. Yang, Y. Rao, H. Xie, J. Wang, F. L. Wang, and

W. H. Chan, “Segment-level joint topic-sentiment

model for online review analysis,” IEEE Intell. Syst.,

vol. 34, no. 1, pp. 43–50, Jan./Feb. 2019, doi: 10.1109/

MIS.2019.2899142.

Andrea Esuli is currently a tenured Researcher

with the Italian National Research Council, Pisa,

Italy. His research interests include machine learn-

ing as applied to text mining, with a special

emphasis on quantification and deep learning. He

received the Ph.D. degree in information engineer-

ing from the University of Pisa, Pisa, Italy. Contact

him at andrea.esuli@isti.cnr.it.

Alejandro Moreo is currently a tenured

Researcher with the Italian National Research

Council, Pisa, Italy. His research interests lie in

machine learning and text mining, with an empha-

sis on transfer learning, cross-linguality, and

representation learning. He received the Ph.D.

degree in computer science from the University

of Granada, Granada, Spain. Contact him at

alejandro.moreo@isti.cnr.it.

Fabrizio Sebastiani is currently a tenured Direc-

tor of Research with the Italian National Research

Council, Pisa, Italy. His research interests are in

machine learning as applied to text mining, and

especially in quantification and cost-sensitive learn-

ing. Contact him at fabrizio.sebastiani@isti.cnr.it.

Affective Computing and Sentiment Analysis

114 IEEE Intelligent Systems

Authorized licensed use limited to: CNR Biblioteca Centrale. Downloaded on July 02,2020 at 18:04:46 UTC from IEEE Xplore.  Restrictions apply. 

https://link.springer.com/journal/10791/onlineFirst
https://link.springer.com/journal/10791/onlineFirst
http://dx.doi.org/10.1007/s10791-019-09363-y
http://dx.doi.org/10.1109/MIS.2016.31
http://dx.doi.org/10.1145/2911451.2914749
http://dx.doi.org/10.1109/MIS.2019.2899142
http://dx.doi.org/10.1109/MIS.2019.2899142
andrea.esuli@isti.cnr.it
alejandro.moreo@isti.cnr.it
fabrizio.sebastiani@isti.cnr.it


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


