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Abstract

Text categorization (also known as text classification, or topic spotting) is the task
of automatically sorting a set of documents into categories from a predefined set.
This task has several applications, including automated indexing of scientific arti-
cles according to predefined thesauri of technical terms, filing patents into patent
directories, selective dissemination of information to information consumers, auto-
mated population of hierarchical catalogues of Web resources, spam filtering, iden-
tification of document genre, authorship attribution, survey coding, and even auto-
mated essay grading. Automated text classification is attractive because it frees
organizations from the need of manually organizing document bases, which can
be too expensive, or simply not feasible given the time constraints of the applica-
tion or the number of documents involved. The accuracy of modern text classifi-
cation systems rivals that of trained human professionals, thanks to a combination
of information retrieval (IR) technology and machine learning (ML) technology.
This chapter will outline the fundamental traits of the technologies involved, of
the applications that can feasibly be tackled through text classification, and of the
tools and resources that are available to the researcher and developer wishing to
take up these technologies for deploying real-world applications.

1 Introduction

Text categorization(TC – also known astext classification, or topic spotting) is
the task of automatically sorting a set of documents intocategories(or classes, or
topics) from a predefined set. This task, that falls at the crossroads of information
retrieval (IR) and machine learning (ML), has witnessed a booming interest in the
last ten years from researchers and developers alike.



For IR researchers, this interest is one particular aspect of a general movement
towards leveraging user data for taming the inherent subjectivity of the IR task1,
i.e. taming the fact that it is the user, and only the user, who can say whether a
given item of information is relevant to a query issued to a Web search engine,
or to a private folder in which documents should be filed according to content.
Wherever there are predefined classes, documents manually classified by the user
are often available; as a consequence, this latter data can be exploited for auto-
matically learning the (extensional) meaning that the user attributes to the classes,
thereby reaching levels of classification accuracy that would be unthinkable if this
data were unavailable.

For ML researchers, this interest is due to the fact that IR applications prove an
excellent and challenging benchmark for their own techniques and methodologies,
since IR applications usually feature extremely high-dimensional feature spaces
(see Section 2.1) and provide data by the truckload. In the last five years, this has
resulted in more and more ML researchers adopting TC as one of their benchmark
applications of choice, which means that cutting-edge ML techniques are being
imported into TC with minimal delay from their original invention.

For application developers, this interest is mainly due to the enormously increased
need to handle larger and larger quantities of documents, a need emphasized by
increased connectivity and availability of document bases of all types at all levels
in the information chain. But this interest is also due to the fact that TC techniques
have reached accuracy levels that rival the performance of trained professionals,
and these accuracy levels can be achieved with high levels of efficiency on standard
hw/sw resources. This means that more and more organizations are automating all
their activities that can be cast as TC tasks.

This chapter thus purports to take a closer look at TC, by describing the standard
methodology through which a TC system (henceforth:classifier) is built, and by
reviewing techniques, applications, tools, and resources, pertaining to research and
development in TC.

The structure of this chapter is as follows. In Section 2 we will give a basic pic-
ture of how an automated TC system is built and tested. This will involve a discus-
sion of the technology (mostly borrowed from IR) needed for building the internal
representations of the documents (Section 2.1), of the technology (borrowed from
ML) for automatically building a classifier from a “training set” of preclassified
documents (Section 2.2), and of the methodologies for evaluating the quality of
the classifiers one has built (Section 2.3). Section 3 will discuss some actual tech-
nologies for performing all of this, concentrating on representative, state-of-the-art
examples. In Section 4 we will instead discuss the main domains to which TC is
applied nowadays.

Section 5 concludes, discussing possible avenues of further research and devel-
opment.

1This movement spans several IR tasks includingtext mining, document filtering and routing, text
clustering, text summarization, information extraction, plus other tasks in which the basic technologies
from these latter are used, includingquestion answeringandtopic detection and tracking. Seee.g. the
recent editions of the ACM SIGIR conference for representative examples of research in these fields.



2 Thebasic picture

TC may be formalized as the task of approximating the unknowntarget func-
tion Φ : D × C → {T, F} (that describes how documents ought to be clas-
sified, according to a supposedly authoritative expert) by means of a function
Φ̂ : D×C → {T, F} called theclassifier, whereC = {c1, . . . , c|C|} is a predefined
set of categories andD is a (possibly infinite) set of documents. IfΦ(dj , ci) = T ,
thendj is called apositive example(or amember) of ci, while if Φ(dj , ci) = F it
is called anegative exampleof ci.

The categories are just symbolic labels: no additional knowledge (of a proce-
dural or declarative nature) of their meaning is usually available, and it is often
the case that no metadata (such as e.g. publication date, document type, publica-
tion source) is available either. In these cases, classification must be accomplished
only on the basis of knowledge extracted from the documents themselves. Since
this case is the most general, this is the usual focus of TC research, and will also
constitute the focus of this chapter2. However, when in a given application either
external knowledge or metadata is available, heuristic techniques of any nature
may be adopted in order to leverage on these data, either in combination or in
isolation from the IR and ML techniques we will discuss here.

TC is asubjectivetask: when two experts (human or artificial) decide whether
or not to classify documentdj under categoryci, they may disagree, and this in
fact happens with relatively high frequency. A news article on George W. Bush
selling his shares in the Texas Bulls baseball team could be filed underPolitics,
or underFinance, or underSport, or under any combination of the three, or even
under neither, depending on the subjective judgment of the expert. Because of
this, the meaning of a category is subjective, and the ML techniques described
in Section 2.2, rather than attempting to produce a “gold standard” of dubious
existence, aim to reproduce this very subjectivity by examining its manifestations,
i.e. the documents that the expert has manually classified underC. The kind of
learning that these ML techniques engage in is usually calledsupervisedlearning,
as it is supervised, or facilitated, by the knowledge of the preclassified data.

Depending on the application, TC may be either asingle-labeltask (i.e. exactly
oneci ∈ C must be assigned to eachdj ∈ D), or amulti-labeltask (i.e. any number
0 ≤ nj ≤ |C| of categories may be assigned to a documentdj ∈ D)3. A special
case of single-label TC isbinary TC, in which, given a categoryci, eachdj ∈ D
must be assigned either toci or to its complementci. A binary classifierfor ci is
then a function̂Φi : D → {T, F} that approximates the unknown target function
Φi : D → {T, F}.

A problem of multi-label TC underC = {c1, . . . , c|C|} is usually tackled as|C|
independent binary classification problems under{ci, ci}, for i = 1, . . . , |C|. In

2A further reason why TC research rarely tackles the case of additionally available external knowl-
edge is that these sources of knowledge may vary widely in type and format, thereby making each
such application a case in its own from which any lesson learned can hardly be exported to different
application contexts.

3Somewhat confusingly, in the ML field the single-label case is dubbed themulticlasscase.



this case, a classifier forC is thus actually composed of|C| binary classifiers.
From the ML standpoint, learning a binary classifier (and hence a multi-label

classifier) is usually a simpler problem than learning a single-label classifier. As
a consequence, while all classes of supervised ML techniques (among which the
ones discussed in Section 2.2) deal with the binary classification problem since
their very invention, for some classes of techniques (e.g. support vector machines
- see Section 2.2) a satisfactory solution of the single-class problem is still the
object of active investigation [1]. In this chapter, unless otherwise noted, we will
always implicitly refer to the binary case.

Aside from actual operational use, which we will not discuss, we can roughly
distinguish three different phases in the life cycle of a TC system, which have tra-
ditionally been tackled in isolation of each other (i.e. a solution to one problem
not being influenced by the solutions given to the other two): document index-
ing, classifier learning, and classifier evaluation. The three following paragraphs
are devoted to these three phases, respectively; for a more detailed treatment see
Sections 5, 6 and 7, respectively, of [2].

2.1 Document indexing

Document indexingdenotes the activity of mapping a documentdj into a com-
pact representation of its content that can be directly interpreted (i) by a classifier-
building algorithm and (ii) by a classifier, once it has been built. The document
indexing methods usually employed in TC are borrowed from IR, where a textdj

is typically represented as a vector of termweights�dj = 〈w1j , . . . , w|T |j〉. Here,
T is the dictionary, i.e. the set ofterms(also known asfeatures) that occur at
least once in at leastk documents (in TC: in at leastk training documents), and
0 ≤ wkj ≤ 1 quantifies the importance oftk in characterizing the semantics ofdj .
Typical values ofk are between 1 and 5.

An indexing method is characterized by (i) a definition of what a term is, and
(ii) a method to compute term weights. Concerning (i), the most frequent choice
is to identify terms either with thewords occurring in the document (with the
exception ofstop words, i.e. topic-neutral words such as articles and prepositions,
which are eliminated in a pre-processing phase), or with theirstems(i.e. their
morphological roots, obtained by applying a stemming algorithm [3]). A pop-
ular choice is to add to the set of words or stems a set ofphrases, i.e. longer
(and semantically more significant) language units extracted from the text by shal-
low parsing and/or statistical techniques [4]. Concerning (ii), term weights may
be binary-valued (i.e.wkj ∈ {0, 1}) or real-valued (i.e.0 ≤ wkj ≤ 1), depend-
ing on whether the classifier-building algorithm and the classifiers, once they have
been built, require binary input or not. When weights are binary, these simply indi-
cate presence/absence of the term in the document. When weights are non-binary,
they are computed by either statistical or probabilistic techniques (see e.g. [5]),
the former being the most common option. One popular class of statistical term
weighting functions istf ∗ idf (see e.g. [6]), where two intuitions are at play: (a)
the more frequentlytk occurs indj , the more important fordj it is (the term fre-



quencyintuition); (b) the more documentstk occurs in, the less discriminating it is,
i.e. the smaller its contribution is in characterizing the semantics of a document in
which it occurs (theinverse document frequencyintuition). Weights computed by
tf ∗ idf techniques are often normalized so as to contrast the tendency oftf ∗ idf
to emphasize long documents.

In TC, unlike in IR, adimensionality reductionphase is often applied so as to
reduce the size of the document representations fromT to a much smaller, prede-
fined number. This has both the effect of reducingoverfitting (i.e. the tendency of
the classifier to better classify the data it has been trained on than new unseen data),
and to make the problem more manageable for the learning method, since many
such methods are known not to scale well to high problem sizes. Dimensionality
reduction often takes the form offeature selection: each term is scored by means
of a scoring function that captures its degree of (positive, and sometimes also neg-
ative) correlation withci, andonly the highest scoring terms are used for document
representation. Alternatively, dimensionality reduction may take the form offea-
ture extraction: a set of “artificial” terms is generated from the original term set in
such a way that the newly generated terms are both fewer and stochastically more
independent from each other than the original ones used to be.

2.2 Classifier learning

A text classifier forci is automatically generated by a general inductive process
(the learner) which, by observing the characteristics of a set of documents pre-
classified underci or ci, gleans the characteristics that a new unseen document
should have in order to belong toci. In order to build classifiers forC, one thus
needs a setΩ of documents such that the value ofΦ(dj , ci) is known for every
〈dj , ci〉 ∈ Ω × C. In experimental TC it is customary to partitionΩ into three dis-
joint setsTr (the training set), V a (thevalidation set), andTe (the test set). The
training set is the set of documents observing which the learner builds the classi-
fier. The validation set is the set of documents on which the engineer fine-tunes
the classifier, e.g. choosing for a parameterp on which the classifier depends, the
value that has yielded the best effectiveness when evaluated onV a. Thetest set is
the set on which the effectiveness of the classifier is finally evaluated. In both the
validation and test phase, “evaluating the effectiveness” means running the clas-
sifier on a set of preclassified documents (V a or Te) and checking the degree of
correspondence between the output of the classifier and the preassigned classes.

Different learners have been applied in the TC literature. Some of these methods
generate binary-valued classifiers of the required formΦ̂ : D × C → {T, F}, but
some others generate real-valued functions of the formCSV : D × C → [0, 1]
(CSV standing forcategorization status value). For these latter, a set of thresh-
oldsτi needs to be determined (typically, by experimentation on a validation set)
allowing to turn real-valued CSVs into the final binary decisions [7].

It is worthwhile to notice that in several applications, the fact that a method
implements a real-valued function can be profitably used, in which case determin-
ing thresholds is not needed. For instance, in applications in which the quality of



the classification is of critical importance (e.g. in filing patents into patent direc-
tories), post-editing of the classifier output by a human professional is often nec-
essary. In this case, having the documents ranked in terms of their estimated rele-
vance to the category may be useful, since the human editor can scan the ranked
list starting from the documents deemed most appropriate for the category, and
stop when desired.

2.3 Classifier evaluation

Training efficiency(i.e. average time required to build a classifierΦ̂i from a given
corpusΩ), as well asclassification efficiency(i.e. average time required to classify
a document by means of̂Φi), andeffectiveness(i.e. average correctness ofΦ̂i’s
classification behaviour) are all legitimate measures of success for a learner.

In TC research, effectiveness is usually considered the most important crite-
rion, since it is the most reliable one when it comes to experimentally compar-
ing different learners or different TC methodologies, given that efficiency depends
on too volatile parameters (e.g. different sw/hw platforms). In TCapplications,
however, all three parameters are important, and one must carefully look for a
tradeoff among them, depending on the application constraints. For instance, in
applications involving interaction with the user, a classifier with low classification
efficiency is unsuitable. On the contrary, in multi-label TC applications involv-
ing thousands of categories, a classifier with low training efficiency also might
be inappropriate (since many thousands of classifiers need to be learnt). Anyway,
effectiveness tends to be the primary criterion in operational contexts too, since in
most applications an ineffective although efficient classifier will be hardly useful,
or will involve too much post-editing work on the part of human professionals,
which might defy the purpose of using an automated system.

In single-label TC, effectiveness is usually measured byaccuracy, i.e. the per-
centage of correct classification decisions (error is the converse of accuracy, i.e.
E = 1 − A). However, in binary (henceforth: in multi-label) TC, accuracy is not
an adequate measure. The reason for this is that in binary TC applications the two
categoriesci andci are usuallyunbalanced, i.e. one contains far more members
than the other4. In this case, building a classifier that has high accuracy is trivial,
since thetrivial rejector, i.e. the classifier that trivially assigns all documents to
the most heavily populated category (i.e.ci), has indeed very high accuracy; and
there are no applications in which one is interested in such a classifier5.

As a result, in binary TC it is often the case that effectiveness wrt categoryci is
measured by a combination ofprecision wrtci (πi), the percentage of documents
deemed to belong toci that in fact belong to it, andrecall wrt ci (ρi), the percentage
of documents belonging toci that are in fact deemed to belong to it.

4For example, the number of Web pages that should be filed under the categoryNuclearWaste-
Disposal is orders of magnitude smaller than the number of pages that should not.

5One further consequence of adopting accuracy as the effectiveness measure when classes are unbal-
anced is that in the phase of parameter tuning on a validation set (see Section 2.2), there will be a
tendency to choose parameter values that make the classifier behave very much like the trivial rejector.



Table 1: Averaging precision and recall across different categories;TPi, TNi, FPi

andFNi refer to the sets of true positives, true negatives, false positives,
and false negatives wrtci, respectively.

Microaveraging Macroaveraging

Precision (π) π =

∑|C|
i=1

TPi
∑|C|

i=1
TPi + FPi

π =

∑|C|
i=1

πi

|C|
=

∑|C|
i=1

TPi

TPi + FPi

|C|

Recall (ρ) ρ =

∑|C|
i=1

TPi
∑|C|

i=1
TPi + FNi

ρ =

∑|C|
i=1

ρi

|C|
=

∑|C|
i=1

TPi

TPi + FNi

|C|

In multi-label TC, when effectiveness is computed for several categories the
precision and recall results for individual categories must be averaged in some
way; here, one may opt formicroaveraging(“categories count proportionally to
the number of their positive training examples”) or formacroaveraging(“all cat-
egories count the same”), depending on the application desiderata (see Table 1).
The former rewards classifiers that behave well on heavily populated (“frequent”)
categories, while classifiers that perform well also on infrequent categories are
emphasized by the latter. It is often the case that in TC research macroaverag-
ing is the method of choice, since producing classifiers that perform well also on
infrequent categories is the most challenging problem of TC.

Since most classifiers can be arbitrarily tuned to emphasize recall at the expense
of precision (and viceversa), only combinations of the two are significant. The

most popular way to combine the two is the functionFβ = (β2+1)πρ
β2π+ρ , for some

value0 ≤ β ≤ ∞; usually, β is taken to be equal to 1, which means that the
Fβ function becomesF1 = 2πρ

π+ρ , i.e. the harmonic mean of precision and recall.
Note that for the trivial rejector,π = 1 andρ = 0, soFβ = 0 for any value ofβ
(symmetrically, for thetrivial acceptor it is true thatπ = 0, ρ = 1, andFβ = 0
for any value ofβ).

Finally, it should be noted that some applications of TC require cost-based issues
to be brought to bear on how effectiveness is computed, thus inducing autility-
theoreticnotion of effectiveness. For instance, in spam filtering (i.e. a binary TC
task in which e-mail messages must be classified in the categorySpam or its
complementNonSpam), precision is more important than recall, since filing a
legitimate message underSpam is a more serious error (i.e. it bears more cost)
than filing a junk message underNonSpam. Onepossible way of taking this into
account is using theFβ measure withβ �= 1; using values of0 ≤ β < 1 corre-
sponds to paying more attention to precision than to recall, while by using values
of 0 < β < ∞ one emphasizes recall at the expense of precision.



3 Techniques

We now discuss some of the actual techniques for dealing with the problems of
document indexing and classifier learning, discussed in the previous section. Pre-
senting a complete review of them is outside the scope of this chapter; as a conse-
quence, we will only hint at the various choices that are available to the designer,
and will enter into some detail only for a few representative cases.

3.1 Document indexing techniques

The TC community has not displayed much creativity in devising document weight-
ing techniques specific to TC. In fact, most of the works reported in the TC litera-
ture so far use the standard document weighting techniques, either of a statistical or
of a probabilistic nature, which are used in all other subfields of IR, including text
search (e.g.tfidf or BM25 – see [5]). The only exception to this we know is [8],
where theidf component intfidf is replaced by a function learnt from training
data, and aimed at assessing how good a term is at discriminating categories from
each other.

Also in TC, as in other subfields of IR, the use of larger indexing units, such as
frequently adjacent pairs (aka “bigrams”) or syntactically determined phrases, has
not shown systematic patterns of improvement [4, 9], which means that terms are
usually made to coincide with single words, stemmed or not.

Dimensionality reduction is tackled either by featureselectiontechniques, such
as mutual information (aka information gain) [10], chi square [11], or gain ratio [8],
or by featureextraction techniques, such as latent semantic indexing [12, 13] or
term clustering [9]. Recent work on term extraction methods has focused on meth-
ods specific to TC (or rather: specific to problems in which training data exist), i.e.
on supervised term clustering techniques [14, 15, 16], which have shown better
performance than the previously mentioned unsupervised techniques.

3.2 Classifier learning techniques

The number of classes of classifier learning techniques that have been used in
TC is bewildering. These include at the very least probabilistic methods, regres-
sion methods, decision tree and decision rule learners, neural networks, batch and
incremental learners of linear classifiers, example-based methods, support vector
machines, genetic algorithms, hidden Markov models, and classifier committees
(which include boosting methods). Rather than attempting to say even a few words
about each of them, we will introduce in some detail two of them, namely sup-
port vector machines and boosting. The reasons for this choice are twofold. First,
these are the two methods that have unquestionably shown the best performance
in comparative TC experiments so far. Second, these are the newest methods in
the classifier learning arena, and the ones with the strongest justifications from
computational learning theory.



3.2.1 Support vector machines
Thesupport vector machine(SVM) method has been introduced in TC by Joachims [17,
18] and subsequently used in several other TC works [19, 20, 21]. In geometrical
terms, it may be seen as the attempt to find, among all the surfacesσ1, σ2, . . . in
|T |-dimensional space that separate the positive from the negative training exam-
ples (decision surfaces), theσi that separates the positives from the negatives by
the widest possiblemargin, i.e. such that theminimal distance between the hyper-
plane and a training example is maximum; results in computational learning the-
ory indicate that this tends to minimize the generalization error, i.e. the error of
the resulting classifier on yet unseen examples. SVMs were usually conceived for
binary classification problems [22], and only recently have they been adapted to
multiclass classification [1].

As argued by Joachims [17], one advantage that SVMs offer for TC is that
dimensionality reduction is usually not needed, as SVMs tend to be fairly robust
to overfitting and can scale up to considerable dimensionalities. Recent extensive
experiments by Brank and colleagues [23] also indicate that feature selection tends
to be detrimental to the performance of SVMs.

Recently, efficient algorithms for SVM learning have also been discovered; as
a consequence, the use of SVMs for high-dimensional problems such as TC is no
more prohibitive from the point of view of computational cost.

There are currently several freely available packages for SVM learning. The
best known in the binary TC camp is the SVM LIGHT package6, while one that has
been extended to also deal with the general single-label classification problem is
BSVM7.

3.2.2 Boosting
Classifiercommittees(akaensembles) are based on the idea thatk different classi-
fiersΦ1, . . . ,Φk may be better than one if their individual judgments are appropri-
ately combined. In theboostingmethod [24, 25, 26, 27] thek classifiersΦ1, . . . ,Φk

are obtained by the same learning method (here called theweak learner), and
are trained not in a conceptually parallel and independent way, but sequentially.
In this way, in training classifierΦt one may take into account how classifiers
Φ1, . . . ,Φt−1 perform on the training examples, and concentrate on getting right
those examples on whichΦ1, . . . ,Φt−1 have performed worst.

Specifically, for learning classifierΦt each〈dj , ci〉 pair is given an “importance
weight” ht

ij (whereh1
ij is set to be equal for all〈dj , ci〉 pairs), which represents

how hard to get a correct decision for this pair was for classifiersΦ1, . . . ,Φt−1.
These weights are exploited in learningΦt, which will be specially tuned to cor-
rectly solve the pairs with higher weight. ClassifierΦt is then applied to the train-
ing documents, and as a result weightsht

ij are updated toht+1
ij ; in this update

operation, pairs correctly classified byΦt will have their weight decreased, while

6SVMLIGHT is available fromhttp://svmlight.joachims.org/
7BSVM is available fromhttp://www.csie.ntu.edu.tw/˜cjlin/bsvm/



pairs misclassified byΦt will have their weight increased. After all thek classi-
fiers have been built, a weighted linear combination rule is applied to yield the
final committee.

Boosting has proven a powerful intuition, and the BOOSTEXTER system8 has
reached one of the highest levels of effectiveness so far reported in the literature.

4 Applications

As mentioned in Section 1, the applications of TC are manifold. Common traits
among all of them are:

• The need to handle and organize documents in which the textual component
is either the unique, or dominant, or simplest to interpret, component.

• The need to handle and organizelarge quantities of such documents, i.e.
large enough that their manual organization into classes is either too expen-
sive or not feasible within the time constraints imposed by the application.

• The fact that the set of categories is known in advance, and its variation over
time is small9.

Applications may instead vary along several dimensions:

• The nature of the documents; i.e. documents may be structured texts (such
as e.g. scientific articles), newswire stories, classified ads, image captions,
e-mail messages, transcripts of spoken texts, hypertexts, or other.
If the documents are hypertextual, rather than textual, very different tech-
niques may be used, since links provide a rich source of information on
which classifier learning activity can leverage. Techniques exploiting this
intuition in a TC context have been presented in [28, 29, 30, 31] and experi-
mentally compared in [32].

• The structure of the classification scheme, i.e. whether this is flat or hier-
archical. Hierarchical classification schemes may in turn be tree-shaped, or
allow for multiple inheritance (i.e. be DAG-shaped). Again, the hierarchi-
cal structure of the classification scheme may allow radically more efficient,
and also more effective, classification algorithms, which can take advan-
tage of early subtree pruning [33, 21, 34], improved selection of negative
examples [35], or improved estimation of word occurrence statistics in leaf
nodes [36, 37, 38, 39].

• The nature of the task, i.e. whether the task is single-label or multi-label.

Hereafter, we briefly review some important applications of TC. Note that the bor-
ders between the different classes of applications listed here are fuzzy, and some
of these may be considered special cases of others.

8BOOSTEXTER is available fromhttp://www.cs.princeton.edu/˜schapire/boostexter.html
9In practical applications, the set of categories does change from time to time. For instance, in

indexing computer science scientific articles under the ACM classification scheme, one needs to con-
sider that this scheme is revised every five to ten years, to reflect changes in the CS discipline. This
means that training documents need to be created for newly introduced categories, and that training
documents may have to be removed for categories whose meaning has evolved.



4.1 Automatic indexing for Boolean information retrieval systems

The application that has stimulated the research in TC from its very beginning,
back in the ’60s, up until the ’80s, is that of automatic indexing of scientific arti-
cles by means of a controlled dictionary, such as the ACM Classification Scheme,
where the categories are the entries of the controlled dictionary. This is typically a
multi-label task, since several index terms are usually assigned to each document.

Automatic indexing with controlled dictionaries is closely related to theauto-
mated metadata generationtask. In digital libraries one is usually interested in
tagging documents by metadata that describe them under a variety of aspects (e.g.
creation date, document type or format, availability, etc.). Some of these metadata
arethematic, i.e. their role is to describe the semantics of the document by means
of bibliographic codes, keywords or keyphrases. The generation of these metadata
may thus be viewed as a problem of document indexing with controlled dictionary,
and thus tackled by means of TC techniques. In the case of Web documents, meta-
data describing them will be needed for the Semantic Web to become a reality, and
TC techniques applied to Web data may be envisaged as contributing part of the
solution to the huge problem of generating the metadata needed by Semantic Web
resources.

4.2 Document organization

Indexing with a controlled vocabulary is an instance of the general problem of
document base organization. In general, many other issues pertaining to docu-
ment organization and filing, be it for purposes of personal organization or struc-
turing of a corporate document base, may be addressed by TC techniques. For
instance, at the offices of a newspaper, it might be necessary to classify all past
articles in order to ease future retrieval in the case of new events related to the
ones described by the past articles. Possible categories might beHomeNews,
International, Money, Lifestyles, Fashion, but also finer-grained ones such as
ThePittAnistonMarriage.

Another possible application in the same range is the organization of patents
into categories for making later access easier, and of patent applications for allow-
ing patent officers to discover possible prior work on the same topic [40]. This
application, as all applications having to do with patent data, introduces specific
problems, since the description of the allegedly novel technique, which is written
by the patent applicant, may intentionally use non standard vocabulary in order to
create the impression that the technique is indeed novel. This use of non standard
vocabulary may depress the performance of a text classifier, since the assumption
that underlies practically all TC work is that training documents and test docu-
ments are drawn from the same word distribution.



4.3 Text filtering

Text filtering is the activity of classifying a stream of incoming documents dis-
patched in an asynchronous way by an information producer to an information
consumer. Typical cases of filtering systems are e-mail filters [41] (in which case
the producer is actually a multiplicity of producers), newsfeed filters [42], or fil-
ters of unsuitable content [43]. A filtering system should block the delivery of the
documents the consumer is likely not interested in. Filtering is a case of binary
TC, since it involves the classification of incoming documents in two disjoint cat-
egories, the relevant and the irrelevant. Additionally, a filtering system may also
further classify the documents deemed relevant to the consumer into thematic cat-
egories of interest to the user. A filtering system may be installed at the producer
end, in which case it must route the documents to the interested consumers only,
or at the consumer end, in which case it must block the delivery of documents
deemed uninteresting to the consumer.

In information science document filtering has a tradition dating back to the ’60s,
when, addressed by systems of various degrees of automation and dealing with
the multi-consumer case discussed above, it was calledselective dissemination of
informationor current awareness. The explosion in the availability of digital infor-
mation has boosted the importance of such systems, which are nowadays being
used in diverse contexts such as the creation of personalized Web newspapers,
junk e-mail blocking, and Usenet news selection.

4.4 Hierarchical categorization of Web pages

TC has recently aroused a lot of interest also for its possible application to automat-
ically classifying Web pages, or sites, under the hierarchical catalogues hosted by
popular Internet portals. When Web documents are catalogued in this way, rather
than issuing a query to a general-purpose Web search engine a searcher may find
it easier to first navigate in the hierarchy of categories and then restrict a search to
a particular category of interest. Classifying Web pages automatically has obvious
advantages, since the manual categorization of a large enough subset of the Web is
unfeasible. With respect to previously discussed TC applications, automatic Web
page categorization has two essential peculiarities (both discussed in Section 4),
namely the hypertextual nature of the documents, and the typically hierarchical
structure of the category set.

4.5 Word sense disambiguation

Word sense disambiguation(WSD) is the activity of finding, given the occurrence
in a text of an ambiguous (i.e. polysemous or homonymous) word, the sense of
this particular word occurrence. For instance,bank may have (at least) two dif-
ferent senses in English, as inthe Bank of England (a financial institu-
tion) or the bank of river Thames (a hydraulic engineering artifact). It
is thus a WSD task to decide which of the above senses the occurrence ofbank



in Last week I borrowed some money from the bank has. WSD
may be seen as a (single-label) TC task (see e.g. [44]) once, given a wordw, we
view the contexts of occurrence ofw as documents and the senses ofw as cate-
gories.

4.6 Automated survey coding

Survey codingis the task of assigning a symbolic code from a predefined set of
such codes to the answer that a person has given in response to an open-ended
question in a questionnaire (aka survey). This task is usually carried out in order to
group respondents according to a predefined scheme based on their answers. Sur-
vey coding has several applications, especially in the social sciences, where the
classification of respondents is functional to the extraction of statistics on politi-
cal opinions, health and lifestyle habits, customer satisfaction, brand fidelity, and
patient satisfaction.

Survey coding is a difficult task, since the code that should be attributed to
a respondent based on the answer given is a matter of subjective judgment, and
thus requires expertise. The problem can be formulated as a single-label TC prob-
lem [45], where the answers play the role of the documents, and the codes that are
applicable to the answers returned to a given question play the role of the cate-
gories (different questions thus correspond to different TC problems).

4.7 Automated authorship attribution and genre classification

Authorship attributionis the task of determining the author of a text of disputed
or unknown paternity, choosing from a predefined set of candidate authors [46,
47, 48]. Authorship attribution has several applications, ranging from the literary
(e.g. discovering who is the author of a recently discovered sonnet) to the forensic
(e.g. identifying the sender of an anonymous letter, or checking the authenticity
of a letter allegedly authored by a given person). Authorship attribution can also
be seen as a single-label TC task, with possible authors playing the role of the
categories. This is an application in which a TC system typically cannot be taken
at face value; usually, its result contributes an “opinion” on who the possible author
might be, but the final decision has to be taken by a human professional. As a result,
a TC system that ranks the candidate authors in terms of their probability of being
the true author, would be useful (see Section 2.2).

The intuitions that must be brought to bear in these applications are orthogonal
to those that are at play in topic-based classification, since an author normally
writes about multiple topics. Because of this, it is unlikely that topic-based features
can be good at discriminating among authors. Rather, stylistic features are the most
appropriate choice; for instance, vocabulary richness (i.e. ratio between number of
distinct words and total number of words), average word length, average sentence
length, are important, in the sense that it is these features that tend “to give an
author away”.



Genre classificationis also an applicative context which bears remarkable sim-
ilarities to authorship attribution. There are applicative contexts in which it is
desirable to classify documents by genre, rather than by topic [49, 50, 51, 52].
For instance, it might be desirable to classify articles about scientific subjects into
one of the two categoriesPopularScience andHardScience, in order to decide
whether they are suitable for publication into popular science magazines or not;
likewise, distinguishing betweenProductReviews andAdvertisements might be
useful for several applications. In genre classification too, topic-dependent words
are not good separating features, and specialized features need to be devised, which
are often similar to the ones used for authorship attribution applications.

4.8 Spam filtering

Filteringspam(i.e. unsolicited bulk e-mail) is a task of increased applicative inter-
est that lies at the crossroads between filtering and genre classification. In fact, it
has the dynamical character of other filtering applications, such as e-mail filter-
ing, and it cuts across different topics, as genre classification. Several attempts,
some of them quite successful, have been made at applying standard text clas-
sification techniques to spam filtering, for applications involving either personal
mail [53, 19, 54] or mailing lists [55]. However, operational spam filters must rely
not only on standard ML techniques, but also on manually selected features. In
fact, similarly to the case of genre classification or authorship attribution, it is the
stylistic (i.e. topic-neutral) features that are important, rather than the topic-based
ones. In fact, spam deals with a multiplicity of topics (from miraculous money
making schemes to Viagra pills), and cues indicative of topics can hardly be effec-
tive unless they are supplemented with other topic-neutral ones. On the contrary, a
human eye may immediately recognize a spam message from visual cues, such as
e.g. the amount of all-caps words in the subject line or in the text of the message,
the number of exclamation marks in the subject line, an unknown sender with an
unknown Web e-mail address (e.g. ayourfriend@yahoo.com), or even the
peculiar formatting of the message body. Representing these visual cues (as well
as taking into accout other standard phrases such as “Make money fast!”) as fea-
tures is important to the effectiveness of an operational spam filter.

One further problem that makes spam filtering challenging is the frequent unavail-
ability of negative training messages. A software maker wishing to customize its
spam filter for a particular client needs training examples; while positive ones
(i.e. spam messages) are not hard to collect in large quantities, negative ones (i.e.
legitimate messages) are difficult to find, because of privacy issues, since a com-
pany dealing with industrially sensitive data will not disclose samples of their own
incoming legitimate messages even to someone who is going to use these messages
for improving a service to them. In this case, ML methods that can do without neg-
ative examples need to be used.



4.9 Other applications

The applications described above are just the major among the ones TC has been
used for. Here, we only briefly hint at a few other ones.

Myers and colleagues [56], and Schapire and Singer [25] have attacked speech
categorization by means of a combination of speech recognition and TC, in the
context of a phone call routing application. Sable and Hatzivassiloglou classify
instead images through the classification of their textual captions [57]. Larkey [58]
instead uses TC to tackle automated essay grading, where the different grades that
can be attributed to an essay play the role of categories. In a question answering
application, Li and Roth [59] classify questions according to question type; this
allows a question answering system to focus on locating the right type of informa-
tion for the right type of question, thus improving the effectiveness of the overall
system.

5 Conclusion

Text categorization has evolved, from the neglected research niche it used to be
until the late ‘80s, into a fully blossomed research field which has delivered effi-
cient, effective, and overall workable solutions that have been used in tackling a
wide variety of real-world application domains. Key to this success have been (i)
the ever-increasing involvement of the machine learning community in text cate-
gorization, which has lately resulted in the use of the very latest machine learning
technology within text categorization applications, and (ii) the availability of stan-
dard benchmarks (such asReuters-21578 andOHSUMED), which has encour-
aged research by providing a setting in which different research efforts could be
compared to each other, and in which the best methods and algorithms could stand
out.

Currently, text categorization research is pointing in several interesting direc-
tions. One of them is the attempt at finding better representations for text; while the
bag of words model is still the unsurpassed text representation model, researchers
have not abandoned the belief that a text must be something more than a mere
collection of tokens, and that the quest for models more sophisticated than the bag
of words model is still worth pursuing [60].

A further direction is investigating the scalability properties of text classification
systems, i.e. understanding whether the systems that have proven the best in terms
of effectiveness alone stand up to the challenge of dealing with very large numbers
of categories (e.g. in the tens of thousands) [61].

Last but not least are the attempts at solving the labeling bottleneck, i.e. at com-
ing to terms with the fact that labeling examples for training a text classifier when
labeled examples do not previously exist, is expensive. As a result, there is increas-
ing attention in text categorization by semi-supervised machine learning methods,
i.e. by methods that can bootstrap off a small set of labeled examples and also
leverage on unlabeled examples [62].
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